
 Adversarial loss 
emerging
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Knitting Pattern Dataset

Domain Specific Language (DSL)
for regular knitting patterns
 Minimal instruction set
 Unambiguous actions

Statistics
 17 distinct instructions
 2'088 real samples
 14'440 synthetic simulations
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Neural Inverse Knitting: From Images to Manufacturing Instructions
Alexandre Kaspar*, Tae-Hyun Oh*, Liane Makatura, Petr Kellnhofer and Wojciech Matusik

Massachusetts Institute of Technology (MIT), Computer Science and Artificial Intelligence Laboratory (CSAIL) More on 
deepknitting.csail.mit.edu
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�"��#Limitations and Future Work
• No hard constraints for manufacturability
• No explicit treatment of stitch scale
• Dataset only uses single type of yarn - acrylic Tamm 2/30 

(no fuzzier yarn type, various plies, lace types, etc.)

• Integrate differentiable renderer during training
• Trade-off between quality and regularity for the synthetic 

data during training
• Applying to yarn patterns on 3D garmentsFu
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 Real data is hard to obtain + various valid perturbations
 Training with both real & synthetic 
 Key idea: Real to synthetic translation

 Generalization bound with heterogeneous dataset

Derived from [Ben-David et al.’10, Mansour et al.'09]

 Actual loss used 
to train the networks

Real data Synthetic data

 Full customization of whole knitted garments (no sewing needed!)
 Electronic control of every loop of yarn
 BUT complex programming => requires skilled technicians 

The goal of this work is to automatically synthesize manufacturing 
instructions for a given knitting pattern from an image input.

 Focus on discrepancy disc(·,·) between two data distributions
 Introduce a learnable M(·) for optimizing disc(·,·)

Qualitative results

Quantitative comparison

Accuracy breakdown per instruction

Effects of the number of 
real samples


